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Deeply layered independent stacks are the norm
● Layers simplify development and management
● Independent stacks provide isolation

Disadvantages 
● VMs are overprovisioned
● Layering adds overhead

Shared network stack provides 
elastic resource utilization

Siloed stacks provide isolation but with low resource utilization and high latency
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Fine-grained per-packet scheduling 
guarantees performance isolation

Single-layer datapath and one-shot 
fast-path reduce overhead
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Virtuoso reorganizes the networking stack

● Maximizes CPU utilization
○ Shares networking stack between guests

● Enforces isolation
○ Tracks resource usage
○ Schedules packets based on guest budget

● Minimizes overheads
○ Bypasses kernel and VMM with fast-path
○ Processes packets in one-shot
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